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Abstract
Modern workloads are demanding increasingly larger mem-
ory capacity. Compute Express Link (CXL)-based memory
tiering has emerged as a promising solution for addressing
this problem by utilizing traditional DRAM alongside slow-
tier CXL memory devices. We analyze prior tiering systems
and observe two challenges for high-performance memory
tiering: adapting to skewed but dynamically varying data
hotness distributions while minimizing memory and cache
overhead due to tiering.
To address these challenges, we propose HybridTier, an

adaptive and lightweight tiering system for CXL memory.
HybridTier tracks both long-term data access frequency
and short-term access momentum simultaneously to accu-
rately capture and adapt to shifting hotness distributions.
HybridTier reduces the metadata memory overhead by track-
ing data accesses probabilistically, obtaining higher memory
efficiency by trading off a small amount of tracking inac-
curacy that has a negligible impact on application perfor-
mance. To reduce cache overhead, HybridTier uses light-
weight data structures that optimize for data locality to track
data hotness. Our evaluations show that HybridTier out-
performs prior systems by up to 91% (19% geomean), incur-
ring 2.0 − 7.8× less memory overhead and 1.7 − 3.5× less
cache misses. HybridTier is open source at https://github.
com/kevins981/hybridtier-asplos25-artifact.
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Figure 1. Illustration for CXL-attached memory expansion.
Performance numbers obtained from [48, 77].

1 Introduction
Modern applications [5, 6, 84, 88] demand increasingly large
memory capacity and high bandwidth. To keep up with this
fast growth, one potential solution is to install more and
higher-capacity DRAM modules. However, the amount of
DRAM within a single server is limited due to space con-
straints. In addition, main memory is already one of the most
expensive components in data center servers. Meta reports
that 37% of the total cost of ownership per rack is spent on
memory alone [48]. Purchasing more DRAM modules will
only exacerbate this trend. Moreover, the growth in DRAM
density has been slowing down since the last decade [53, 57],
further limiting the capacity scalability of main memory.
Compute Express Link (CXL) based memory tiering is a

promising solution to this challenge. CXL is an industry-
standard interconnect protocol [60]. Memory (e.g., DDR4/5
DRAM) attached through CXL interface is byte-addressable,
directly accessible by the host CPU, and supports standard
memory allocation interfaces. Compared to local DRAM,
CXL-attached memory has a larger capacity and lower cost-
per-GB, as the CXL bus consumes less power and allows
DRAM modules to be utilized in a more compact form factor.
On the other hand, CXL memory suffers from higher latency
and lower bandwidth. As shown in Figure 1, compared to
local DRAM, CXL memory devices introduce 50−100 ns of
additional access latency [48], while achieving 20−70% of its
bandwidth [77]. Therefore, a tiering system should prioritize
placing hot data in local DRAM (fast-tier) while keeping cold
data in CXL memory (slow-tier) for better performance.

https://github.com/kevins981/hybridtier-asplos25-artifact
https://github.com/kevins981/hybridtier-asplos25-artifact
https://doi.org/10.1145/3676642.3736119
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However, achieving high tiering performance is challeng-
ing. We profile large memory workloads and make two ob-
servations. 1) Real-world workloads often exhibit skewed yet
dynamically varying data hotness distributions [5, 23, 88].
For instance, in-memory caches often exhibit Zipf or power-
law access distributions [6, 88], where the majority of ac-
cesses are focused on a small fraction of data. At the same
time, hot data can become cold in a matter of minutes [6, 88],
causing changes in data hotness distribution. 2) Managing
data access statistics can incur significant overhead. Large
memory servers with terabytes of memory contains billions
of pages. Tiering metadata associated with each page com-
bined can decrease the cost-effectiveness of tiering. In ad-
dition, frequent access of tiering metadata generates high
amounts of CPU cache traffic, degrading application perfor-
mance due to resource contentions. Therefore, we argue that
an ideal tiering system should satisfy three requirements: 1)
accurately capture the hot set by placing the hottest data in
fast-tier memory 2) quickly adapt to changes in the hotness
distribution 3) minimize tiering metadata overhead.
However, prior systems do not meet all three require-

ments. One class of work adopts frequency-based tiering
[41, 69, 86] by storing the access counts of each page to build
a hotness histogram. Based on this histogram, the tiering
system places the hottest pages in the fast-tier, satisfying
requirement 1. However, frequency-based systems do not
meet requirements 2 and 3. To maintain histogram freshness,
prior works periodically perform “cooling” by reducing the
page access counter values for all pages. In Section 2.3.2,
we extensively analyze this type of freshness mechanism
and demonstrate how it causes tiering systems to be slow
at adapting to hotness changes, failing requirement 2. Fur-
thermore, to store access counts for billions of pages, prior
frequency-based systems can incur gigabytes of memory
overhead per server, translating to lower cost-effectiveness.
At the same time, data structures used by prior works to
organize a large number of access counters lack data locality.
Since access counters need to be frequently updated, tiering
systems can generate a large number of cache misses and
degrade application performance, failing requirement 3.

Another class of prior works [46, 48, 52] is recency-based
tiering, which uses access recency to approximate data hot-
ness. Such systems usemetrics such as time between consecu-
tive page faults to make data placement decisions. In general,
recency-based systems meet requirement 3 since recency sta-
tistics are less resource-intensive to manage than frequency
counterparts [27, 29, 41]. Intuitively, recency systems only
need to store the most recent event without the need to
track historical events. However, recency-based systems fail
to satisfy requirement 1. Since such systems only consider
access statics in a short time interval, they are susceptible to
misclassifying cold pages as hot [28, 41, 46]. Recency-based
systems also do not satisfy requirement 2. While recency
metrics are naturally “fresh” and thus do not require cooling,

this alone is not sufficient to achieve high adaptiveness. We
demonstrate in Section 2.3.2 that satisfying requirement 1 is
a prerequisite for requirement 2.

In this work, we propose HybridTier, an application trans-
parent tiering system that addresses the three requirements.
To manage workloads with skewed but dynamically vary-
ing hotness distributions, HybridTier maintains two metrics
for each page to capture both long-term access history and
short-term hotness variations. HybridTier considers statis-
tics from both metrics to enable a flexible migration policy.
For promotion–moving data from the slow-tier to fast-tier–
HybridTier promotes not only pages with high historical
hotness but also pages with high access momentum in the
short-term to quickly identify pages that have recently be-
come hot. For demotion, HybridTier adopts a second-chance
policy to swiftly demote pages that were historically hot but
have recently turned cold.

However, maintaining two metrics for every page can ex-
acerbate the problem of high metadata memory overhead. To
address this challenge, we make the observation that tiering
systems can tolerate a small amount of tracking inaccuracy
without noticeably affecting application performance. Based
on this observation, HybridTier tracks memory accesses us-
ing counting bloom filters (CBF) [21], a probabilistically data
structure that trades higher memory efficiency for lower
tracking accuracy. HybridTier’s CBF is also cache efficient,
as it is more compact and requires fewer memory accesses
compared to data structures used by prior works. To further
reduce cache misses, HybridTier optimizes the locality of
CBF by adopting blocked CBF [61, 63].

In summary, we make the following contributions:
• We analyze existing tiering systems and reveal three new
findings: 1) Adapting to changing hotness is challenging,
causing suboptimal performance under real-world work-
loads 2) Maintaining historical access information can
incur high metadata memory overhead 3) Tiering systems
can suffer from high number of cache misses due to poor
data locality during metadata updates.

• We introduceHybridTier, an application transparentmem-
ory tiering system that is adaptive and lightweight. Hy-
bridTier adopts a novel access tracking method that cap-
tures both long-term hotness distribution and short-term
changes in data hotness. At the same time, HybridTier
significantly reduces metadata memory consumption and
cache misses by adopting probabilistic access tracking and
locality-optimized data structures.

• We compare the performance of HybridTier against three
state-of-the-art tiering systems over six large memory
workloads while varying the fast-to-slow tier memory
ratio. HybridTier outperforms prior works by an average
of 19% while incurring 2.0 − 7.8× less memory overhead
and 1.7 − 3.5× less cache misses due to tiering.
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Figure 2. Data hotness distribution changes rapidly. The
Y-axis is the fraction of pages that were hot at time 0 and
remained hot over a certain time (X-axis). In both workloads,
most pages are no longer hot after just 5 minutes.

2 Background and Motivation
2.1 CXL-Enabled Memory Tiering Systems
CXL is an open industry standard interconnect running on
top of the PCIe physical layer [51, 56, 74, 75]. The key goal
of CXL is to better support heterogeneous computing and
memory capabilities in future data center architectures. Since
its introduction in 2019, the CXL ecosystem has been under
rapid development. With support from major vendors across
the data center stack, CXL is widely believed to make a
significant impact in future data center architectures.

A CXL-enabled memory tiering system utilizes both regu-
lar CPU-attached DRAM (fast-tier) and CXL-attached mem-
ory (slow-tier) in the same system. Local DRAM offers better
latency and bandwidth but has a higher cost-per-GB, while
CXLmemory provides higher capacity but suffers from lower
access performance. Therefore, the goal of a tiered memory
system is to accurately identify hot and cold data and place
them into the local DRAM and CXL-memory, respectively.

2.2 Dynamic Data Hotness Distribution
Prior studies have shown that many large memory work-
loads exhibit skewed memory access distribution. Twitter
and Meta both report that within a 24-hour window, the pop-
ularity of in-memory caching workloads largely follows the
Zipfian distribution with a high degree of skewness [6, 9, 88].
For instance, approximately 80% of accesses to Meta’s object
storage cache focus on the top 10% most popular items.
At the same time, large memory workloads also tend to

have dynamically changing hotness distributions. Meta [6]
report that production in-memory caches experience rapidly
shifting access distributions. At any moment in time, 50% of
popular objects are no longer popular after just 10 minutes.
Twitter [78, 88] reported that production in-memory caches
often use short time-to-live (TTL) in the order of minutes,
where objects are removed from the cache after the TTL
expires. Figure 2 shows that throughput-oriented workloads
such as graph analytic [5] andmachine learning training [84]

also experience dynamic access distributions. In Page Rank
and XGBoost, over 90% and 50% of initially hot pages are no
longer hot after just 5 minutes.

2.3 Prior Tiering Systems
This section analyzes prior works based on three require-
ments of an effective tiering system: (1) ability to accurately
capture hot data (2) adaptability to changing hotness distri-
butions (3) tiering metadata overhead.

2.3.1 Accurately Capture Hot Data. An essential goal
of tiering systems is to maximize memory performance by
placing hot data in fast-tier memory. Therefore, accurately
identifying hot data is critical. Since different applications
can exhibit different levels of skewness in their hotness dis-
tributions, an effective tiering system must place only the
hottest pages in fast-tier memory to maximize performance.

Fortunately, recent works can satisfy this requirement ef-
fectively. For instance, Memtis [41], a state-of-the-art tiering
system, maintains a histogram to track the overall access fre-
quency distribution of memory pages. By understanding the
overall hotness distribution and the fast-tier memory capac-
ity, Memtis can accurately calculate the hotness threshold
to ensure only the hottest data are placed in the fast-tier.

2.3.2 Adapting to Varying Hotness Distributions. As
discussed in subsection 2.2, real-world workloads often ex-
hibit dynamically changing hotness distributions. As a result,
in addition to accurately capturing hot data, tiering systems
should also quickly identify pages that are turning hot and
turning cold. Without this ability, pages that are no longer
hot would be left in fast-tier memory, consuming precious
resources and leaving performance on the table. To analyze
the adaptability of tiering systems, we categorize prior works
into frequency-based and recency-based according to the
hotness metric used.
Frequency-based Systems. To identify hot pages, one

line of work, such as Memtis [41], tracks the overall data
access distribution bymaintaining dedicated frequency coun-
ters for each page. A page is considered hot if its accumulated
access frequency exceeds a hotness threshold. To ensure
freshness, frequency-based systems typically implement ex-
ponential moving average (EMA) [41, 69] with a decay factor
of 2, where page access counters are periodically cooled by
dividing all access counters by two1. The cooling period𝐶 is
a pre-determined parameter.
While frequency-based systems can accurately capture

the long-term hotness distribution, they are suboptimal at
quickly adapting to changes in hotness. This is because mov-
ing average metrics, including EMA, are lagging indicators.
Intuitively, average scores have “inertia” and resist change
since they include historical values. Consider a memory page
that was historically hot but recently turned cold. Ideally,

1Decay factor 2 is typically used since it can be implemented using bit shift.
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Figure 3. Effect of cooling period on (a) adaptiveness to hot-
ness changes and (b) hotness classification accuracy. Higher
cooling periods adapt to changes more slowly. Lower cooling
periods capture hot pages less accurately.

this page should be demoted quickly to free up space in the
fast-tier memory. The bottom series in Figure 3 (a) repre-
sents the access count per minute of such a page. The top
series represents the EMA score of this page, with cooling
performed every 2 minutes, representative of the cooling
thresholds used by prior works. After the 10-minute mark,
this page is no longer accessed. However, since the EMA
score is only reduced by half every 2 minutes, it lags be-
hind the access frequency and only drops below 10 after 19
minutes. This means the tiering system will not be able to
identify this page as cold until 9 minutes after it turns cold.
To adapt faster, one potential solution is to reduce 𝐶 . A

lower 𝐶 indeed has a lower lag, as the EMA scores are re-
freshed more frequently. However, as demonstrated by prior
works [41, 69], lower values of 𝐶 also capture the overall
hotness distribution less accurately, degrading application
performance. Intuitively, a lower value of𝐶 reduces the num-
ber of memory accesses reflected in the overall hotness his-
togram. To demonstrate, wemeasure the hotness distribution
of a CacheLib workload under different values of 𝐶 . In Fig-
ure 3 (b), C=Inf represents the target distribution that should
to be captured. As𝐶 decreases, the distribution becomes less
accurate because hot and warm pages do not have enough
time to accumulate their access counts. Therefore, while re-
ducing 𝐶 improves adaptability, it undermines the tiering
system’s ability to identify hot data (requirement 1).
To evaluate the adaptability of frequency-based tiering

systems, we utilize CacheLib, an in-memory cache workload
from Meta [6]. At the start of the experiment, 100 million
cache items are accessed based on a Zipf distribution2. We
reproduce the varying distribution reported by Meta [6] by
adjusting the access distribution at the 1800-second mark
such that 2/3 of previously hot data are no longer hot. Figure 4
shows that Memtis requires roughly 1400 seconds to adapt
to the new distribution, 1000 seconds slower than ideal.
2This distribution is provided by Meta as a part of its CacheLib benchmark-
ing framework and reflects Meta’s real production environments.
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Recency-based Systems On the other hand, systems
such as AutoNUMA [29] and TPP [48] measure data hotness
by its access characteristics over the duration of seconds. For
example, AutoNUMA uses the page hint fault time to decide
whether a page should be promoted. AutoNUMAperiodically
scans the application address space and unmaps 256MB of
pages. The time elapsed between when an unmapped page is
accessed and when it was unmapped is the hint fault latency.
If a page has hint fault latency of less than 1 second, it is
promoted, regardless of its historical access statistics.
The main drawback of recency-based systems is their in-

ability to accurately identify hot pages. Prior works have
shown that migration decisions solely based on recency sta-
tistics can be suboptimal [41, 46, 69]. Intuitively, a recently
accessed page may or may not be a hot page. For example,
a cold page with only a single recent access may be mis-
classified as a hot page by AutoNUMA. This can be seen
by the fact that in Figure 4, AutoNUMA continues to have
high latency even when the access distribution is no longer
changing. Figure 4 also shows that AutoNUMA adapts the
slowest to the change in hotness distribution. This is counter-
intuitive at first since recency-based systems do not suffer
from the same adaptability drawbacks as frequency-based
systems. The reason behind this is that while AutoNUMA
can quickly promote new hot pages, it also incorrectly pro-
motes cold pages at the same time. In configurations where
the fast-tier capacity is limited, these cold pages consume
previous fast-tier space and prevent truly hot pages from
being promoted. From this observation, we argue that accu-
rately capturing hot data (requirement 1) is a prerequisite
for high adaptiveness (requirement 2).

Observation 1: Real-world workloads often exhibit
skewed but varying hotness distributions. Tiering
systems should accurately capture the overall hot-
ness distribution while quickly adapting to changing
data hotness.
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2.3.3 Tiering Metadata Overhead. Memory tiering sys-
tems typically maintain historical access information for
each memory page, such as the number of accesses, in order
to make future promotion/demotion decisions. We refer to
data structures used to store access information as tiering
metadata. We break down the overhead due to tiering meta-
data into two types: memory overhead and cache overhead.

Memory Overhead: A common approach used by prior
systems is to allocate dedicated metadata for each memory
page in the system. However, a modern large memory server
can contain up to billions of 4KB pages. Storing additional
tiering metadata for each page can easily consume gigabytes
of memory. While this overhead might be acceptable on a
small scale, it can noticeably impact the cost-effectiveness of
tieredmemory at the data center scale. Thus, as CXLmemory
is expected to further increase the amount of memory per
server, tiering systems must rigorously optimize the size of
metadata associated with each page [12, 13, 26].

However, themetadatamemory overhead of existingworks
is high. For example, for every 4KB memory page, Memtis
adds 16B of metadata for each Linux struct page. For a server
with 1TB of memory, a 0.39% memory overhead translates
to 3.9GB. In comparison, the Linux kernel (v6.2) only con-
sumes about 400MB of memory upon boot3. To illustrate the
potential cost of this overhead, we use a small-scale virtual
machine serving as an example. The AWS t2.nano instance
with 0.5GB memory each at $4.18/month [58]. Assuming
a data center with 100,000 such servers, the total memory
overhead could have been used to generate $31.8M per year.

Observation 2: As the total main memory capacity
increases, tiering metadata can lead to prohibitively
high memory overhead, resulting in reduced tiering
cost-effectiveness.

Cache Overhead: As discussed in 2.3.3, tiering metadata
on a typical system can consume GBs of memory, larger
than the capacity of last-level cache on most systems. Fre-
quently updating this metadata can generate cache traffic
that interferes with the application.
To efficiently track which memory pages are accessed,

prior works have proposed various memory access tracking
mechanisms, including utilizing page faults [29, 48], page
table scanning [46], and hardware performance counters
[41, 69]. In particular, hardware-counter-based access track-
ing is promising due to its accuracy and scalability [41, 69].
Dedicated event sampling hardware, such as Processor Event-
Based Sampling (PEBS) for Intel and Instruction Based Sam-
pling (IBS) for AMD processors, provides a stream of sampled
events at a specified frequency. Each sampled event contains
the exact virtual address accessed by the application and
whether it was in local DRAM or CXL memory.
3Measured on 1TB server. Includes kernel code, data, and slabs.
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Figure 5. Cache misses due to Memtis tiering activities as a
fraction of the system total when running CacheLib.

Despite dedicated sampling hardware, access tracking can
have non-negligible caching overhead, which has been over-
looked by prior tiering systems. To measure the cache over-
head of Memtis [41], we run the CacheLib workload on a 1:4
configuration. We provide the detailed experiment configu-
ration in Section 6.3.3. As Figure 5 shows, tiering activities in
Memtis incur a significant number of cache misses. Memtis
on average consumes 9% and 18% of total L1 and LLC cache
misses for regular pages, and 13% and 18% for huge pages.
Under cache-intensive applications, this large number of
cache misses causes cache and memory resource contention,
thus degrading performance. In Section 3.3, we analyze the
main source of cache misses due to tiering.

Observation 3: Hardware-counter-based memory
access tracking can incur non-negligible cache over-
head due to frequent metadata updates.

3 HybridTier Key Ideas
In this section, we summarize the key challenges and how
HybridTier addresses them.

3.1 Adapting to Varying Hotness Distributions
Frequency-based tiering can effectively capture the overall
hotness distribution, but cannot quickly adjust to changes.
Recency-based tiering can identify new hot pages quickly,
but cannot accurately capture the entire hot set, since they
do not consider a page’s hotness history. We observe that
this tradeoff is the consequence of the fact that prior systems
only tracks one metric for each page. For Memtis, this metric
is the exponential moving average score, which is a lagging
indicator. For AutoNUMA, this metric is the hint fault latency,
which does not capture long-term access information.

Key Idea: Based on this observation, our key idea is to
maintain two separate metrics for each page instead of a sin-
gle metric. We refer to the two metrics as access “frequency”
and “momentum”. Page access frequency tracks historical
access frequency in the order of minutes to hours. Access
momentummonitors page access intensity in within seconds.
To achieve this, HybridTier adopts EMA and sets a high EMA
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Table 1. HybridTier promotion/demotion policies. A page
is considered to have high frequency/momentum if its fre-
quency/momentum is above the corresponding thresholds.

Momentum
Frequency High Low

High Promote / No Action Promote / No Action
Low Prompt / 2nd Chance No Action / Demote

cooling period𝐶 for frequency counters and a low𝐶 for mo-
mentum counters. The key difference between HybridTier
and prior EMA-based tiering systems is that two dedicated
EMA counters enable HybridTier to accurately capture the
long-term hotness distribution while simultaneously quickly
adapts to hotness changes.
Tracking both frequency and momentum enables a flexi-

ble migration policy for HybridTier, shown in Table 1. Hy-
bridTier maintains two hotness thresholds: one for frequency
and one for momentum. HybridTier automatically adjusts
the frequency threshold based on the current hotness distri-
bution and fast-tier capacity size, similar to Memtis [41]. The
momentum threshold is determined empirically. HybridTier
promotes pageswith high frequency or highmomentum. The
heuristic behind this policy is that pages accessed intensely
over a short period will likely continue being accessed. This
enables HybridTier to quickly promote pages that were cold
in the past but recently became hot. We demonstrate the
effectiveness of this heuristic in Section 6.4.1.
For demotion, HybridTier immediately demotes pages

with low frequency and low momentum. Pages with high
momentum but low frequency will not be demoted since
they may have been recently promoted. Pages with high
frequency but low momentum are given a second chance to
account for pages that are only cold temporarily. Instead of
immediately demoting such pages, HybridTier marks and
revisits them for a second chance. By adopting this tiering
policy, HybridTier adapts to new access distribution the
fastest (Figure 4) using only 250 seconds.
While maintaining two metrics per page appears simple,

naively applying this technique would double the amount of
memory consumed by metadata, exacerbating the metadata
overhead problem discussed in Section 2.3.3. Next, we discuss
our key idea to significantly reduce this overhead.

3.2 Metadata Memory Overhead
Prior frequency-based tiering systems such as Memtis [41]
and HeMem [69] utilize hash table-like data structures to
store page access counts. We categorize such data structure
as exact data structures. An exact data structure guarantees
that a lookup will always return the previous latest value
inserted. For instance, hashtable.lookup(key1) is guar-
anteed to return value1 if the last insertion on key1 was

Algorithm 1: Typical access sampling algorithm
used by sample-based tiering systems.

1 while true do
2 if SampleBuffer is not empty then
3 Sample = SampleBuffer.read()
4 PageAddr = Sample.addr
5 Table[PageAddr]->accesses++

hashtable.insert(key1, value1). The hash table main-
tains an exactness guarantee by allocating dedicated memory
for each item inserted and by resolving hash conflicts. How-
ever, as discussed in Section 2.3.3, when a large number of
items are inserted, its memory footprint also becomes large.

Key Idea: In the context of tracking memory accesses, we
argue that exactness is not a requirement for achieving high
tiering performance. Intuitively, even if the access count of
a very hot page is off by 1 or 2, it will most likely still be
classified as a hot page and no migration decisions will be
affected. Exactness only affects migration decisions in rare
cases where the access count of a page is near the hotness
threshold. We show that such cases are indeed rare and have
negligible impact on performance in practice in Section 6.4.2.

Following this observation, one of HybridTier’s key ideas
is to utilize probabilistic data structures to track page accesses.
Specifically, HybridTier adopts counting bloom filters (CBFs)
for its frequency tracker and momentum tracker. Unlike
exact data structures, CBF tracks access counts probabilis-
tically, i.e. "the access count of this page is probably 𝑥 with
probability 𝑝 ." Rather than allocating dedicated memory for
every page, CBF allocates a fixed-size array of metadata that
is shared by all inserted pages. HybridTier utilizes this prop-
erty to allocate only enough memory to store metadata that
is actively used. In addition, HybridTier only allocates 4 bits
per access counter, allowing a maximum count of 15. The
heuristics behind this approximation is that pages with ac-
cess count ≥ 15 should all be placed in fast-tier memory, thus
there is no need to differentiate between them. We demon-
strate that in Section 6.4.2 this approximation is accurate for
all workloads we evaluate.

3.3 Tiering Cache Overhead
To understand why prior hardware-counter-based systems
incur high cache overhead, we present the algorithm used
by Memtis [41] and HeMem [69] for access sampling in
Algorithm 1. When new access samples are available in the
PEBS buffer (line 2), they are collected one by one (line 3).
For each sample collected, its page address is extracted (line
4) and the page access count is updated (line 5). For Memtis,
this table is the Linux page table[62], while HeMem uses a
custom hash table [66]. The main source of cache overhead
occurs in line 5. For every sample collected, the tiering thread
performs a table lookup (Table[PageAddr]). For Memtis,
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Figure 6. An overview of HybridTier.

this requires traversing the Linux multi-level page table [62],
potentially causing multiple cache misses. For HeMem, since
its hash table implements, a lookup may result in multiple
pointer dereferences to resolve hash collisions. Since the size
of this table can easily exceed the LLC cache size (Section
2.3.3), frequent metadata accesses result in a large number
of cache misses, as shown in Figure 5.
Key Idea: The 4-bit CBF introduced in the previous sec-

tion not only reduces memory overhead but also reduces
cache overhead for two reasons. First, 4-bit CBF is more
compact. HybridTier assigns at maximum 4×4-bit counters
to a memory page, meaning that each 64B cache line can
store access counts for at least 32 pages. In contrast, Memtis
requires 16B of metadata per page, allowing only 4 metadata
per cache line. Second, the CBF is a single-level key-value
data structure that intentionally allows hash collisions (de-
tails in section 4.2), therefore reducing the number of pointer
dereferences per lookup.

However, the standard counting bloom filter can still cause
high cache misses. As wewill show in Section 4.2, a lookup in
the standard CBF performs 𝑘 accesses to retrieve 𝑘 counters
associated with a page. In the worst case, this incurs 𝑘 cache
misses. To address this, HybridTier adopts blocked CBF [61,
63], an optimization that ensures each CBF lookup will incur
exactly one cache access and at most one cache miss. We
describe blocked CBF in more detail in Section 4.2.

4 HybridTier
In this section, we describe the detailed design of HybridTier.

4.1 Workflow Overview
Figure 6 illustrates the high-level design of HybridTier. Hy-
bridTier is implemented as a single userspace runtime thread
that performs tiering for a workload process. 1○ HybridTier
dynamically links the HybridTier shared library into the
target application binary using LD_PRELOAD dynamic link
mechanism. This process is transparent to the application
and does not require recompiling the target workload. 2○
HybridTier utilizes Intel Processor Event-Based Sampling
(PEBS), where each access sample contains the virtual mem-
ory address being accessed. 3○ HybridTier stores access sta-
tistics using two CBFs, one for each access tracker. For each
sample collected, HybridTier updates the access count of
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Figure 7. Counting bloom filter illustration.

the accessed page in both CBFs. 4○ The HybridTier manager
utilizes access statistics from the two trackers to make mi-
gration decisions. 5○ Finally, HybridTier utilizes system calls
to migrate pages between fast and slow-tier memory.

4.2 Counting Bloom Filter
A CBF consists of 𝑘 hash functions and an array of size 𝑀 .
A CBF supports two operations: GET and INCREMENT. GET
calculates 𝑘 array indices from 𝑘 hash functions and returns
the minimum counters within the 𝑘 counters. INCREMENT
calculates 𝑘 indices from 𝑘 hash functions and increment the
minimum counters. Figure 7 shows an example with 𝑘 = 4
and 𝑀 = 8. At step 1, invoking GET on page 0x1000 will
return 3. At step 2, INCREMENT on page 0x1000 will increase
the counters at indices 0, 4, and 6 to the value 4. Similarly, at
step 3, INCREMENT on page 0x4000 will increase the counters
at indices 1, 2, 5, and 7 to the value 10, and at step 4 GET on
page 0x4000 will return 10.
The example in Figure 7 shows that the access count of

one page may be overwritten by other pages, as the CBF
does not resolve hash collisions. We refer to this error as a
“tracking error”. To achieve a balance between tracking error
and memory overhead, we compute the size of the CBF𝑚
using well-established bloom filter formulas [30]:

𝑟 = −𝑘/𝑙𝑜𝑔(1 − 𝑒𝑥𝑝 (𝑙𝑜𝑔(𝑝)/𝑘)) 𝑚 = 𝑐𝑒𝑖𝑙 (𝑛 ∗ 𝑟 )
where 𝑝 is the probability of tracking error rate,𝑚 is the

number of counters in the filter. In HybridTier, we empir-
ically set 𝑘 = 4, 𝑝 = 0.001, and 𝑛 equal to the number of
fast-tier pages. This combination of parameters proved to
work well for all our evaluation workloads.

Frequency and Momentum Trackers. Both the fre-
quency and momentum trackers are implemented using CBF.
Since the momentum CBF has a lower cooling period, we
observe that the number of pages stored at a given moment
is significantly less than that of the frequency CBF. This is
because the momentum CBF performs cooling frequently,
quickly reducing access counts of most pages to 0. There-
fore, we can allocate less memory for the momentum tracker
CBF while achieving the desired tracking error. In practice,
HybridTier allocates 128× less memory for the momentum
CBF than the frequency CBF.

Blocked CBF.Aweakness of the standard CBF illustrated
is that the 𝑘 counters associated with a page lack spatial
locality since their memory locations are randomly assigned
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Figure 8. Blocked counting bloom filter illustration.

by the hash functions. In the worst case, a lookup results in
𝑘 cache misses. Blocked CBF [61, 63], illustrated in Figure 8,
addresses this by enforcing that all 𝑘 counters of a page are
located in the same 64B cache line. A page can be mapped to
any but only one cache line. The 𝑘 counters can be mapped
to any counters within the cache line. For illustration, Figure
8 shows each cache line contains 8 counter slots. In reality,
each cache line in a 4-bit CBF contains 128 counter slots.
Compared to standard CBF, blocked CBF has a slightly higher
false positive rate [61, 63]. However, in practice, we find the
performance benefits to be a favorable tradeoff.

4.3 Promotion and Demotion
Promotion. For each access sample collected, HybridTier
records this access in both CBFs. Based on the updated page
frequency and momentum, HybridTier decides whether to
promote this page or not. To reduce system call overhead, Hy-
bridTier processes 100,000 samples as a batch and promotes
all hot pages in a batch with a single system call.

Demotion. When the amount of free memory in the fast-
tier is below PROMO_WMARK watermark, HybridTier demotes
until the amount of free memory in the fast-tier is greater
than DEMOTE_WMARK. HybridTier identifies cold pages in fast-
tier by linearly scanning the application virtual address
space utilizing /proc/PID/maps and /proc/PID/pagemaps.
When a page is marked for second-chance, its current ac-
cess frequency is saved. HybridTier later revisits previously
marked pages and compares their current access frequency
count against the previously stored count. If a marked page
was not accessed after the revisit time, HybridTier considers
this page to be no longer hot and demotes it. We empirically
set the revisit time to 1 minute to achieve a balance between
demotion accuracy and runtime overhead.

4.4 Huge Page Support
HybridTier supports 2MB huge pages through Linux Trans-
parent Huge Pages (THP). When enabled, HybridTier tracks
access frequency/momentum and performs migrations at
the huge page granularity. HybridTier increase each CBF
counter to 16-bit CBFs to accommodate higher access counts
for huge pages. At the same time, the number of elements
in each CBF is also reduced as the total number of pages
in the system is reduced by 512×. Therefore, HybridTier’s
metadata memory consumption in huge page mode is 128×
lower than in regular page mode.

Table 2. Workloads for evaluation.

Application Input Footprint
Content-delivery network CacheLib generator [20] 267GBSocial-graph
Breadth-first search (BFS) Kronecker graph [5]

335GBConnected components (CC) Uniform random graph
Page Rank (PR)

SPEC CPU 2017 603.bwaves [38] 150GB654.roms [24]
Silo [79] YCSB-C [10] 208GB
XGBoost [84] Criteo Click Logs [14] 248GB

4.5 Implementation Details
HybridTier is a userspace runtime thread. We implement
HybridTier using 1,577 lines of code in C++. As a userspace
runtime, HybridTier requires no workload recompilation and
kernel modifications. HybridTier relies on the operating sys-
tem and hardware support for (1) memory access sampling,
(2) memory movement between tiers, and (3) the ability to
scan pages in a process address space. These requirements
are widely available in modern systems, such as Instruction-
Based Sampling (IBS) in AMD processors [59] and NUMA
migrations in Windows systems [64].

5 Methodology
5.1 CXL Emulation
While recent studies have revealed performance characteris-
tics of real CXL-memory devices (CXL 1.1 specification) [77],
many of these CXL devices are not commercially available
on the market. Similar to recent works [41, 42, 48], we use
a remote NUMA node on a two-socket system to emulate
CXL. The emulated CXL memory has idle latency of 124ns
and bandwidth of 34 GB/s, similar to reported in a recent
work [77]. Each socket has a 16-core Intel Xeon 4314 proces-
sor and 512GB of DDR4 memory. The application runs only
on local NUMA node CPUs.

5.2 Baselines and HybridTier Configurations
We compare HybridTier against AutoNUMA [29], TPP [48],
Memtis [41], ARC [49], and TwoQ [34]. For AutoNUMA,
HybridTier, we use Linux kernel v6.2. For AutoNUMA, we
enable its multi-generational LRU (MGLRU) based demotion
due to its better performance than regular LRU.

We implement two additional tiering systems based on tra-
ditional caching algorithms: ARC [49] and TwoQ [34]. ARC
[49] is a self-tuning caching policy that maintains two LRU
lists to estimate item recency and frequency. TwoQ [34] is
an extension of LRU that utilizes two queues to differentiate
between items accessed only once vs. multiple times. Since
ARC and TwoQ assume that the cache is initially empty,
we initially allocate new memory pages on slow-tier mem-
ory for these two baselines. We omit comparisons against
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HeMem [69] and Tiering-0.8 [65] as Memtis already per-
forms detailed comparisons against it. We do not perform
end-to-end evaluations on MTM [70] as its source code is
not publicly available at the time of writing.

5.3 Workloads
We evaluate HybridTier on workloads in Table 2. All experi-
ments use 16 threads mapped to 16 physical cores. CacheLib
is an in-memory cache used by Meta [6, 8]. We evaluate
two workloads: content delivery networks (CDN) and social
graphs. Each workload is characterized by a custom popular-
ity distribution, size distribution, and operation composition
that are representative of production workloads. GAP is a
collection of standard graph processing kernel implemen-
tations [5]. We generate two graphs: Kronecker graph and
uniform random graph [5], each with 2 billion nodes and
8 billion edges. The uniform random graph represents the
worst case in terms of locality, where every vertex has an
equal probability of being a neighbor of every other vertex.
We evaluate three kernels: breath-first search (BFS), con-
nected components (CC), and page rank (PR). SPEC CPU
2017 is an industry-standard CPU intensive benchmark suite
[7].We select 603.bwaves [38] and 654.roms [24] as they have
the largest memory footprints. We follow the official SPEC
CPU 2017 guidelines [24, 38] to scale up their input sizes to
achieve 150GB resident set size. Silo [79] is an in-memory
database engine. Similar to Memtis [41], we use YCSB-C in-
put workload to stress the database engine. XGBoost is a
widely used gradient-boosting library implemented using
C++ commonly executed on CPU systems [2, 32]. We evalu-
ate XGBoost training using the Criteo Click Logs dataset [14].

6 Evaluation
In this section, we evaluate HybridTier by performing end-
to-end performance comparisons on regular 4KB pages (Sec-
tion 6.1) and huge pages (6.2). Then, we perform detailed
comparisons against Memtis (6.3) and conduct experiments
to understand HybridTier’s performance (6.4).

6.1 Regular Page Performance
Figure 9 and Figure 10 show the performance comparison of
HybridTier. The x-axis indicates the ratio between fast and
slow-tier memory capacity, where the slow-tier capacity is
fixed at 512GB. On average (geomean), HybridTier outper-
forms TPP, AutoNUMA, Memtis, ARC, and TwoQ by 32%,
11%, 29%, 50%, and 40% respectively.

CacheLib. Figure 9 shows the cache accessmedian latency
and throughput of HybridTier and prior works.Wemake two
observations. 1) Under the same fast:slow memory ratios,
HybridTier performs the best in all but two experiments. On
average, HybridTier outperforms TPP, AutoNUMA, Memtis,
ARC, and TwoQ by 10%, 9%, 18%, 14%, and 15% respectively in
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Figure 9. Performance evaluation for CacheLib workloads.
Lower is better for latency. Higher is better for throughput.

terms of median latency. HybridTier also improves through-
put by 15%, 7%, 23%, 7%, and 8% respectively. 2) HybridTier
often requires 2× less fast-tier memory to achieve the same
level of performance as the second best performing system.
On the CDN workload, HybridTier with 1:16 configuration
outperforms all other systems with 1:8 configuration.
Compared to the frequency-based Memtis, HybridTier’s

speedups mainly come from its adaptability and low cache
overhead. Compared to recency-based AutoNUMA and TPP,
HybridTier can identify hot pages more accurately. Surpris-
ingly, Memtis often performs worse with a higher fast:slow
ratio. We profile Memtis and observe that under larger fast-
tier memory, Memtis performs additional background activi-
ties that result in higher runtime overhead.

GAP. Figure 10 (a) to (f) show the relative performance of
HybridTier compared to baselines. On average, HybridTier
outperforms TPP, AutoNUMA, Memtis, ARC, and TwoQ by
51%, 16%, 29%, 88%, and 88% respectively. Out of the GAP
workloads, HybridTier shows the largest speedup for BFS,
outperforming the second best system by 33% on average
for both input graphs. The reason behind this is that BFS is
a "single-source" kernel, where a different source vertex is
selected for each iteration [5]. In contrast, CC and PR are
"whole-graph" kernels, where the entire graph is processed
the same way every trial. As a result, the BFS kernel expe-
riences different hotness distributions for different source
vertices. HybridTier’s adaptive tiering policy can quickly
adjust to this change in hotness distribution.

In terms of absolute runtime, all tiering systems perform
worse under uniform random input graph than under Kro-
necker graph. This is expected since uniform random graph
represents the worst case in terms of locality. HybridTier’s
speedup over the second-best system grows from 15% on
the Kronecker graph to 53% on the uniform random graph
for BFS. This occurs since uniform random graph amplifies
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variations in node hotness. A more uniform graph is more
likely to produce diverse hot sets, whereas a more concen-
trated graph, such as the Kronecker graph, tends to maintain
a more consistent hot set of nodes.
In general, ARC and TwoQ show similar performances.

This is expected, since both ARC and TwoQ use multiple
LRU queues to estimate item recency and frequency. While
in theory, TwoQ can perform worse since it has two pa-
rameters that need to be tuned (Kin and Kout), we found
that the default values provided by the original paper [34]
worked well: 𝐾𝑖𝑛 =𝑚𝑎𝑥𝑆𝑖𝑧𝑒/4 and 𝐾𝑜𝑢𝑡 =𝑚𝑎𝑥𝑆𝑖𝑧𝑒/2. Com-
pared to other tiering systems, ARC and TwoQ generally
perform worse. We profile ARC and TwoQ’s page migrations
and observe that this is mainly because of their lenient pro-
motion policies. Upon a cold miss (the first time a page is
sampled), both systems directly promote the missed page.
We observe that this promotion policy is often too aggressive
and can mistakenly promote cold pages. Except for Memtis,
as fast-tier capacity increases, the performance gap between
HybridTier and other baselines reduces, since the penalty
for mispromotion is low with abundant fast-tier memory.
Similar to CacheLib, we observe Memtis performance drops
at higher fast:slow configurations.

SPEC CPU, Silo, and XGBoost. On average, HybridTier
outperforms the second best system by 3%, 20%, and 8% for
SPEC CPU, Silo, and XGBoost respectively. While AutoN-
UMA has the second best performance on SPEC CPU and XG-
Boost, it performs worse thanMemtis on Silo. Silo uses YCSB,
which uses a workload generator that assumes no changes
in hotness, as each key remains equally hot throughout the
benchmark. This is advantageous for the hotness histogram
adopted by Memtis, as discussed in Section 2.3.1.
Comparison against all fast-tier. Figure 11 shows

the performance of HybridTier normalized against baseline
where only the fast-tier memory is used. This represents the
performance upper bound of memory tiering systems. Under
1:16, 1:8, and 1:4 memory configurations, HybridTier is on
average 14%, 9%, and 6% slower than all fast-tier.

6.2 Huge Page Performance
To evaluate HybridTier’s huge pages performance, we com-
pare against Memtis [41] on all workloads. Figure 12 shows
that on average, HybridTier outperforms Memtis by 9% and
11% for 1:8 and 1:4 configurations while performing on par
for 1:16. HybridTier shows the most performance improve-
ments over Memtis on CacheLib social-graph, BFS, and PR.

6.3 Detailed Comparison Against Memtis
In this section, we compare HybridTier against Memtis, the
state-of-the-art frequency-based tiering system that also uses
PEBS hardware sampling. We compare in terms of adap-
tiveness to dynamic distributions (Section 6.3.1), metadata
memory overhead (6.3.2), and tiering cache overhead (6.3.3).

0

1

2

3

4

5

6

1:16 1:8 1:4

just for legend

TPP AutoNUMA Memtis ARC TwoQ HybridTier

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(a) BFS Kronecker

1:16 1:8 1:4
0

1

2

3

4

Re
la

tiv
e 

pe
rfo

rm
an

ce

(b) BFS uniform random

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(c) CC Kronecker

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(d) CC uniform random

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce
(e) PR Kronecker

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(f) PR uniform random

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(g) SPEC CPU 603.bwaves

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(h) SPEC CPU 654.roms

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(i) Silo

1:16 1:8 1:4
0.0

0.5

1.0

1.5

2.0

Re
la

tiv
e 

pe
rfo

rm
an

ce

(j) XGBoost

Figure 10. Performance comparison of HybridTier. All per-
formance normalized against TPP. Higher is better.
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Figure 11.HybridTier performance normalized against base-
line using all fast-tier memory.

6.3.1 Adaptiveness to Dynamic Distributions. Table
3 shows the amount of time required for HybridTier and
Memtis to adapt to a new hotness distribution on two Cache-
Lib workloads. We measure how long it takes for each tiering
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Figure 12. HybridTier huge page performance normalized
against Memtis. Higher is better for HybridTier.

Table 3.Minutes required to adapt to new access distribution
(reach within 1% of the steady-state median latency).

CDN Social-graph
1:16 1:8 1:4 1:16 1:8 1:4

Memtis >60 42.6 >60 34.2 >60 29.6
HybridTier 25.6 25.2 23.4 9.6 10.1 8.9

Relative Reduction 2.3× 1.7× 2.6× 3.6× 5.9× 3.3×

Table 4. Size of metadata relative to total memory capacity.
1:16 1:8 1:4

Memtis 0.39% 0.39% 0.39%
HybridTier 0.050% 0.097% 0.192%

Relative Reduction 7.8× 4.0× 2.0×

system to reach within 1% of the steady-state median latency.
On average, HybridTier requires 3.2× less time to adapt. Hy-
bridTier’s tiering policy considers both long-term access
frequency and short-term access momentum, which enables
it to quickly capture pages that recently turned from cold
to hot and vice versa. On the other hand, Memtis must wait
for its cooling mechanism to reduce the page’s access count,
resulting in a long delay before the page can be demoted.

6.3.2 Metadata Memory Overhead. Table 4 shows the
relative amount of metadata incurred by HybridTier com-
pared to Memtis. On average, HybridTier incurs 4.6× less
metadata overhead than Memtis. Since HybridTier’s meta-
data size scales with the size of fast-tier memory, it achieves
larger memory savings at lower fast-tier sizes. On the other
hand, Memtis metadata overhead scales with the total mem-
ory capacity and thus remains constant in our setup.

6.3.3 Cache Overhead. To evaluate tiering cache over-
head, we use perf to separately record the number of cache
accesses issued by the application and by tiering threads. Fig-
ure 13 shows that on average, HybridTier generates 5% and
4% of total cache misses under regular and huge pages respec-
tively. Overall, HybridTier reduces the total number of L1
and LLC cache misses by 1.7× and 1.8× when using regular
pages, and 3.2× and 3.5× under huge pages. Figure 14 breaks
down the impact of adopting 4-bit CBF and blocked-CBF
under regular pages. Using standard CBF (HybridTier-CBF)
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Figure 13. Cache misses due to HybridTier tiering activities
as a fraction of the system total.
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Figure 14. HybridTier cache miss reduction breakdown.
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Figure 15. Performance of HybridTier if only the frequency
tracker is used (1:8 configuration).
moderately reduces cache misses by 12 − 36% and applying
blocked CBF (HybridTier-bCBF) reduces misses by another
31 − 72%. We conclude that both optimizations are effective
while blocked CBF provides a larger reduction.

6.4 Understanding HybridTier Performance
In this section, we analyze the impact of HybridTier’s key
ideas. Specifically, we discuss 1) how frequency-momentum
tracking affects performance (6.4.1) 2) how counting bloom
filter impacts tiering accuracy (6.4.2).

6.4.1 FrequencyMomentumTracking. Figure 15 shows
that tracking both frequency and recency is most effective
for CacheLib and XGBoost, improving their performance by
8.5% on average. For BFS, CC, and PR, the performance is
similar. This can be attributed to the fact that these three
workloads have small hot sets that can easily fit in fast-tier
memory. Figure 16 shows the cumulative access distribution
for all workloads we evaluate. For GAPworkloads under Kro-
necker graph, 94% of allocated pages have 0 access frequency,
meaning that only 6%, or 20GB of pages are considered warm
or hot. Since the fast-tier capacity is 64GB, HybridTier can
achieve good performance without the momentum tracker.

6.4.2 CountingBloomFilter. Wefirst justifyHybridTier’s
design decision to cap the size of each access counter to 4
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Figure 16. Access hotness distributions of 12 workloads
evaluated. Social-graph has the largest fraction of pages with
access count >= 15, equal to 25GB of memory.

Table 5. Accuracy of migration decisions made by counting
bloom filter running CacheLib under 1:16 configuration.
CBF size (MB) 256 128 64 32 8
Accuracy 99.72% 99.65% 99.62% 99.42% 96.92%

bits. From Figure 16, we observe that for all workloads except
for social-graph, the fraction of pages with frequency ≥ 15 is
less than 3%. If the ratio between fast and slow-tier memory
is greater than 3% (or roughly 1:32), which is common in
practical settings, such pages should all be placed in fast-
tier memory. Thus, the tiering system can treat such pages
equally and does not need to differentiate between them. In
cases where more than 4 bits are required, users can choose
to either increase the counter width to 8 or 16 at the expense
of higher memory and cache overhead.

Next, we wish to understand the accuracy of CBF. To mea-
sure CBF accuracy, we modify HybridTier to maintain a hash
table in addition to the CBF. Since the hash table guarantees
exactness (Section 3.2), we use access statistics in the hash
table as the ground truth. Table 5 shows that a 64MB CBF
agrees with the hash table for more than 99.6% of migra-
tion decisions. In the 1:16 configuration, HybridTier uses
128MB CBF to ensure high tracking accuracy. This confirms
that despite being probabilistic, CBF can introduce minimal
inaccuracy in the context of memory tiering.

6.4.3 Momentum Threshold. We conduct a sensitivity
study to understand the effect of momentum thresholds on
HybridTier performance, shown in Figure 17. The social-
graph workload is more sensitive to momentum threshold
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Figure 17. Momentum threshold sensitivity.

than CDN since it has a larger hot set (Figure 16), making fast-
tier memory more scarce. Reducing the momentum thresh-
old below 3 negatively impacts HybridTier’s performance,
since a cold page that is accessed only a few times can be
mistakenly promoted. Increasing the momentum threshold
beyond 3 does not significantly improve performance for
workloads we evaluated. If the default momentum threshold
is suboptimal for a specific application, HybridTier allows
users to adjust its value to improve performance.

7 Discussions
Userspace vs. Kernel Tiering. We implement HybridTier

in the userspace due to its flexibility. This advantage is recog-
nized by both prior memory tiering systems [69, 73] and soft-
ware systems such as userspace networking systems [15, 45]
and file systems [4]. HybridTier’s core design principles
(frequency-momentum metrics, probabilistic access track-
ing) are general and can be implemented in kernel space.

Global Tiering. To support global memory tiering (e.g.,
multi-tenant VM, co-located applications), one could use a
central HybridTier controller that coordinates with individ-
ual HybridTier instances. Each HybridTier instance would
report local hot/cold items to the central controller, which
makes global promotion/demotion decisions.

One-time-only Access Patterns. To handle applications
with one-time-only access patterns such as scanning and
pointer chasing, the user may tune HybridTier’s momentum
hotness threshold parameter. A higher momentum threshold
makes HybridTier more resistant to fast-tier memory pol-
lution due to one-time-only accesses, but at the same time
reduces HybridTier’s ability to adapt to hotness changes.

Selecting Configurable Parameters. HybridTier auto-
matically adjusts the frequency hotness threshold based on
the hotness distribution, similar to the approach taken by
Memtis. We empirically the momentum hotness threshold
to 3, which works well across workloads we evaluated. We
perform a sensitivity study in section 6.4.3.

8 Related Works
Memory Tiering Systems. Tiered memory systems can

utilize various types of memory technologies as the slower
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tier. Examples include solid state drives [9, 25, 35] or persis-
tent memory [1, 18, 36, 37, 46, 69]. The slow-tier memory
can be placed on the same server as the fast-tier memory
(near memory) [29, 48, 69], or on remote servers (far mem-
ory) [73, 87, 90], where memory accesses are served from the
network. In terms of programmability, tiering systems range
from application-transparent [39, 48, 69, 72, 82] to requiring
manual modifications to the application [67, 73].
AutoNUMA [29] and TPP [48] are recency-based CXL

tiering systems. Memtis [41] is a frequency-based tiering
system designed for both persistent memory and CXL mem-
ory. HeMem [69] is a persistent memory tiering system that
performs frequency-based tiering at the page granularity.
Application-guided tiering systems such as memkind [67],
SMDK [55], Unimem [83], Xmem [17], and 2PP [81] offer a
potential for tiering systems to understand application se-
mantics through profiling or application modifications. Prior
works [33, 50, 68] have accelerated tiering using special-
ized hardware. In contrast, HybridTier does not require any
changes to the hardware or application. Memstrata [89] is a
multi-VM memory allocator that utilizes Intel Flat Memory
Mode, which requires hardware support. HybridTier is a
runtime solution that is hardware agnostic. NOMAD [85]
focuses on removing page migration from the critical path of
program execution. Colloid [80] focuses on balancing access
latencies. Both NOMAD and Colloid can be integrated with
existing memory tiering systems such as HybridTier.

General Caching Algorithms. LRU tracks item access
recency. CLOCK [11] is an approximation of LRU and thus
suffers from the same drawback [49]. HybridTier adopts a
hybrid frequency-recency caching algorithm. Among prior
hybrid caching algorithms, we found the following to be the
most relevant: LRFU [40] tracks the weighted average for
each item. By adjusting the decay factor, LRFU provides a
spectrum of policies between LRU and LFU. Memtis [41]
adopts a variation of LRFU policy with decay factor of 1/2.
However, LRFU combines the access recency and frequency
of an item into a single weighted average, LRFU cannot
track both frequency and recency accurately. For example, a
lower decay factor captures frequency more accurately but
sacrifices recency. HybridTier addresses this challenge by
allocating two counters to track frequency and recency inde-
pendently. ARC [49] maintains two LRU lists, one for items
seen only once, and the other for items seen at least twice.
The first list estimates “recency” and the second “frequency”.
This approach has been adopted by several memory tiering
works, such as TPP [48] and Multi-CLOCK [46]. However,
since ARC does not maintain frequency counts [49], it cannot
distinguish between hot and warm items, which is critical
for memory tiering in resource-constrained scenarios [41]

Approximate Data Structures. Caching policies using
approximate data structures have been proposed in vari-
ous domains [16, 22, 31, 76]. More specifically, prior works

study counting bloom filters from the theory side [54, 71] or
apply counting bloom filters in domains such as database, in-
memory caching, and network communication [3, 19, 43, 44].
While we drew inspiration from these works, to our knowl-
edge, HybridTier is the first work to practically apply the
unique advantages of CBF to memory tiering. HybridTier
introduces efficient promotion/demotion mechanisms based
on CBF’s unique properties, alongside flexible migration poli-
cies to make fine-grained frequency-based tiering practical.

Disaggregated Memory Systems. Memory disaggrega-
tion [47, 73, 87, 90] expands the main memory capacity by
placing additional memory modules in remote servers. Sim-
ilar to memory tiering on a single machine, disaggregated
memory systems also aim to place the hottest data on the
local fast-tier memory. Our work is orthogonal to works in
this domain. In addition to locally-attached CXL memory
managed by HybridTier, the target server can further expand
its memory capacity through disaggregated tiering systems.

9 Conclusion
We propose HybridTier, an adaptive and lightweight tiered
memory system. HybridTier quickly adapts to changing ac-
cess distributions by tracking both long-term data access
frequency and short-term access momentum simultaneously.
At the same time, HybridTier achieves low metadata mem-
ory and cache overhead by adopting probabilistic access
frequency tracking. HybridTier outperforms prior works on
a wide range of workloads and memory configurations while
reducing tiering memory and cache overhead.
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A Artifact Appendix
A.1 Abstract
We provide the source code of HybridTier and scripts to
reproduce the results presented in Figures 9, 10, and 12. The
artifact includes the HybridTier runtime and various open-
source large memory workloads. To facilitate the AE process,
we provide access to remote access to the authors’ machine
with the pre-installed software.

A.2 Artifact check-list (meta-information)
• Algorithm: Memory tiering
• Compilation: g++
• Hardware: Multi-NUMA node systems
• Metrics: End-to-end wall clock time
• Experiments: End-to-end evaluation using regular page
(4KB) and huge page (2MB)

• Experiments: Reproduce part of the results in Figures 9, 10,
and 12

• Howmuch disk space required (approximately)?: 20GB
• How much time is needed to prepare workflow (ap-
proximately)?: 5 minutes

• How much time is needed to complete experiments
(approximately)?: 45 hours

• Publicly available?: Yes
• Code licenses (if publicly available)?:MIT license

A.3 Description
A.3.1 How to access. The artifact is available for down-
load on GitHub: https://github.com/kevins981/hybridtier-
asplos25-artifact. To facilitate the AE process, we provide
reviewers with remote server access. In such a case, please
skip directly to section A.5. Otherwise, we provide detailed
instructions to reproduce in the GitHub repository.

A.3.2 Hardware dependencies. Requires a single x86_64
Linux host. The processor must support Processor Event-
Based Sampling (PEBS). The system must have multiple tiers
of memory. The paper uses a system with two NUMA nodes
to emulate tiered CXLmemory systems. The provided source
code will not work out of the box on a system with e.g., real
CXL memory or persistent memory. To do so, the processor
performance counters must be modified to capture the ap-
propriate memory access events. We provide more details in
the GitHub repository.

A.3.3 Software dependencies. This artifact depends on
the following environment.

• Ubuntu 20.04.4 LTS
• g++ 9.4.0

While the HybridTier runtime does not require a specific
kernel, emulating CXL memory using remote NUMA node
requires a fewminor changes to the Linux kernel.We provide
details on the kernel modifications required and the source
code of the kernel we used to evaluate HybridTier in the
GitHub repository.

A.4 Installation

git clone https://github.com/kevins981/hybridtier-
asplos25-artifact.git

This artifact has the following structure:
• repro.sh: Reproduce major results
• run_{workload}.sh: Run experiments for a particularwork-
load.

• tiering_runtime/: HybridTier implementation
• hook/: source code for launching HybridTier runtime
• tools/: auxiliary tools used for experiments

A.5 Experiment workflow
We provide a script, repro.sh, to reproduce the major re-
sults. Experiment progress can be found in ./exp_log. After
all experiments complete, repro_postprocess.sh extracts
results and create plots.

cd hybridtier-asplos25-artifact
sudo ./repro.sh
# wait for all experiments (~45 hours)
./repro_postprocess.sh

To evaluate different tiering systems and fast:slow mem-
ory ratios, repro.sh will automatically load the appropri-
ate kernel and reboot the server. Thus, it is normal for the
server to be temporarily offline during reboots. Upon reboot,
repro.sh will automatically perform the next experiments.
No manual interventions are needed during this process.
Each experiment requires approximately 1 hour to com-

plete. As a result, running all experiments in Figures 9, 10,
and 12 would consume more than 200 hours. To reduce
time required for artifact evaluation, we made the following
changes to the experiments in Figures 9, 10, and 12:

• Out of the 6 tiering systems, we reproduce HybridTier
(ours) and Memtis, the best-performing prior tiering
system.

• Out of the 3 memory configurations, we reproduce
1:4 and 1:16 fast:slow memory ratios. 1:4 represents
systems with an abundance of fast-tier memory, and
1:16 represents systems with limited fast-tier memory.

• Out of the two input graphs used for graph analytic
workload (GAP), we reproduce results using the kron
graph, which is closer to real-world graphs than uni-
form random graph.

• We leave out SPEC CPU experiments as the workload
is not open source.

• We leave out XGBoost experiments as each run can
take close to 2 hours to complete.

A.6 Evaluation and expected results
After all experiments are completed, repro_results.csv
will be created that summarizes the result of all experiments

https://github.com/kevins981/hybridtier-asplos25-artifact
https://github.com/kevins981/hybridtier-asplos25-artifact
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performed. This file contains both absolute and relative per-
formance results. Each table is also plotted and saved under
figs/.
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